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ABSTRACT 

Traditional methods for brain cancer diagnosis rely on manual interpretation of 

medical images, which have limitations such as subjectivity and human error. In 

recent years, the use of deep learning (DL) in brain cancer diagnosis has shown 

promising results, especially in detecting and classifying various types of brain 

tumors. This research aims to develop an accurate and effective method for brain 

cancer diagnosis in medical images using six deep learning techniques. The 

algorithms were trained on two large datasets from the global Kaggle website. The 

results of the diagnosis accuracy were mixed. When tested on the first dataset, CNN 

and CNN-GRU achieved 99%, while VGG19 achieved 94%, CNN-LSTM achieved 

92%, CNN-SVM was somewhat convincing with 87% accuracy, and DNN lagged 

very low compared to the rest of the models with 61% accuracy. When applied to the 

second dataset, the results showed that CNN maintained its efficiency with 99% 

accuracy, and CNN-GRU failed when compared to the results achieved on the first 

dataset with 60% accuracy. CNN-LSTM, VGG19, and CNN-SVM models achieved 

97%, 96%, and 95% results, respectively. In addition, DNN also did not achieve good 

results with an accuracy of 62%. 

Keywords: Artificial Intelligence (AI), Brain cancer, Convolutional Neural Networks 

(CNNs), Deep Learning (DL), Deep Neural Network (DNN), Gated Recurrent Unit 

(GRU), Long short-term memory (LSTM), Magnetic Resonance Imaging (MRI), 

Support Vector Machine (SVM).

INTRODUCTION  

The human brain is a major organ 

that regulates complex cognitive and 

physical processes. It is located within 

the protective skull and is divided into 

three main regions: the cerebellum, the 

brainstem, and the cerebrum [1]. As 

shown in Figure (1).  The cerebellum is 

the largest region of the brain, and it is 

positioned below the cerebrum. The 

brainstem is the main connection 

between the spinal cord and the 

cerebellum. The brain is vulnerable to a 

number of illnesses, including the 

formation of brain tumors, even though 

it is very important. These tumors are 

abnormal lumps or swellings that are 

formed by genetic abnormalities in the 

chromosomes of cells, which disturb 

their normal functioning. Every year on 

June 8, World Brain Tumor Day is 

observed to increase awareness of this 

fatal illness and to provide assistance to 

those in the community who are 

impacted by brain tumors. The World 

Health Organization (WHO) reports that 

there are more than 120 distinct forms of 

brain tumors [3], some of which grow 

slowly and others rapidly [4]. 
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However, manually classifying 

brain cancers using MRI data is time-

consuming. A number of AI techniques 

have been proposed recently with the 

goal of automating the difficult work of 

diagnosing brain tumors in the medical 

industry. However, the capacity of 

earlier methods to diagnose brain tumors 

in a variety of circumstances has been 

limited since they frequently depended 

on single datasets [5]. 

 

Figure 1: Growth of a tumor in the 

human brain [2]. 

DL is a type of AI that use artificial 

neural networks (ANNs) to mimic the 

human brain and learn from enormous 

volumes of data. DL architectures are 

chosen over typical machine learning 

methods because they can learn and 

detect complicated picture information 

on their own. The constant creation of 

new models improves feature extraction 

in DL methodologies used in numerous 

medical disciplines. These methods are 

commonly employed in image 

processing, classification, and 

segmentation problems. Radiologists, 

neurologists, and physicians perform 

numerous steps to correctly diagnose a 

brain tumor, including a physical 

examination, a medical history review, 

the use of contrast agents, and biopsy 

testing. The objective is to accurately 

detect aberrant tissue and to pinpoint its 

precise position, area, and orientation. 

To develop digital pictures of the brain, 

physical examination and history 

analysis come after the imaging scan 

assessment and interpretation phase. It is 

highly effective to use magnetic 

resonance imaging. Early and accurate 

brain tumor diagnosis is crucial, as is 

precise tumor area measurement for 

targeted therapy. Manual brain tumor 

diagnosis is a complex, time-consuming, 

and laborious task that can be prone to 

human error due to factors like fatigue 

and information overload. Automated 

methods to diagnose brain tumors have 

Only regular imaging can identify them, 

The paper seeks to develop more 

accurate and reliable methods using 

deep learning techniques to process 

medical images and diagnose brain 

tumors with higher accuracy. 

2. LITERATURE REVIEW 

In the past ten years, many 

researchers in the field of AI have 

conducted scientific and software 

experiments using machine and DL to 

predict the risk of brain cancer or its 

spread, which was developed as a result 

of recent advances in DL. These systems 

provide essential assistance to doctors in 

the initial diagnosis of the disease, 
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starting with [7] , the authors’ 

experiments with 3D stacked GANs for 

glioma prediction were based on GP-

GAN, a new objective function 

consisting of l1 and Dice losses. In 

addition, they used segmented feature 

maps to guide the generator to produce 

better quality generated images. 

Regarding the generator, it was built 

using a 3D U-Net architecture that 

combines hierarchical features to 

provide an improved image, in [8] the 

DL-based diffusion technique used 

anatomical registration of MRI more 

accurately than dMRI registration, 

according to the Human Connectome 

Project (HCP), which is the basis for 

introducing segmentation of MRI 

(DDSeg) for segmentation from high-

quality imaging data. A new enhanced 

objective loss function was applied to 

train a CNN in order to improve the 

accuracy of the segmented tissue 

boundary region. Therefore, in order to 

improve the resolution, the non-

Gaussian diffusion of water molecules 

was characterized using diffusion kinetic 

imaging (DKI) properties in conjunction 

with conventional diffusion tensor 

imaging parameters. 

The authors Brain illness 

diagnosis using neuroimaging 

modalities with DL patterns such auto 

encoders (AEs), pertained CNNs, and 

GANs was thoroughly analyzed [9]. The 

suggested approach identifies brain 

tumors using a CNN model and multiple 

pre-trained models: efficientnetb0, 

googlenet, mobilenetv2, nasnetlarge, 

resnet50, resnet10, shufflenet, vgg16, 

and vgg19 It then categorized image 

deep characteristics using an SVM 

classifier. The classification accuracy of 

linear, Gaussian, cubic, and quadratic 

kernel functions is compared. Deep 

features from the efficient model 

classified brain cancers precisely. The 

SVM classifier with Gaussian kernel 

function had 99.78% classification 

accuracy [10].  

In [11], CNN architecture uses the 

VGG19 model to detect brain cancers in 

MRI scans quickly enough to save lives. 

Classifying glioma images with 

preprocessed VGG-19 and HE data, this 

study tests the model's accuracy, 

precision, recall, and f1-score. The 

original data had the highest accuracy, 

precision, recall, and F1-score (97%, 

100%, 97%, and 98%). Instead, HE 

preprocessing data was 92%, 100%, 

92%, and 96% accurate. The authors 

Proposed using an appropriate filter to 

remove noise to preserve image edges 

without losing information needed to 

interpret brain tumor images, 

augmentation to generate dataset 

variations for synthetic data for training, 

and DL to classify brain x-ray images as 

tumor or non-tumor [12].  

After that the authors Suggested 

to apply SVM algorithm and CNN to 

brain tumor classification (benign or 
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malignant tumor) by using brain 

Magnetic Resonance Images. The 

authors suggested a system based on the 

novel concept to detect tumor that uses 

techniques of feature extraction, 

segmentation algorithm and 

classification, To recognize patients who 

have brain tumor, to ascertain the tumor 

type and tumor sizes. CNN, SVM  

methods obtain high accuracy, CNN 

accuracy of  training and classification 

get 96.33% while SVM accuracy of 

training and classification get 95% 

Although SVM manages the brain tumor 

process categorization in MRI scans, as 

compared to CNN, SVM provides less 

accuracy and consumes more time for 

execution[13], The authors proposed a 

hybrid deep CNN model that might be 

utilized in the diagnosis and 

classification of several brain tumor 

cases based on the datasets of medical 

imaging , proposed  three CNN models 

for the classification task. It performs 

detection and classification of MR 

images into glioma, meningioma, 

pituitary tumors, normal tissues, and 

metastatic tumors. The accuracy of the 

glioma grading is 99.53%, 93.81%, and 

98.56%, respectively, and in [14] 

proposed models were compared to 

classical ones: Alex Net, DenseNet121, 

ResNet-101, VGG-19, and Google Net. 

The CNN model proved to enhance early 

diagnostic accuracy and reliability for 

various brain tumors. 

In [15] A 10-layer CNN model is 

presented for segmenting 3D CT images, 

which can predict the types of brain 

tumors. This work used some 

preprocessing methods to improve the 

quality of CT images on BraTS2020 and 

BraTS2021 datasets. In comparison, the 

proposed scheme outperformed other 

methods of 3D segmentation. The 

metrics of recall, precision, Hausdorff, 

and F1-Score reached 89.63% and 

88.96%, respectively, in [16] suggested 

a technique of an effective feature 

selection using a lightweight deep CNN. 

the main goal of using this technique to 

use fewer parameters and get the highest 

accuracy. The applied method is divided 

into three sections: preprocessing, 

feature extraction step, and 

classification. In the section of 

preprocessing, data augmentation is 

used to improve the number of the 

dataset images and K-fold cross-

validation is utilized for the strong 

classification. In the section of feature 

extraction, by using modified CNN, 

active features are extracted. And lastly, 

SVM is utilized to Noticeably classify 

the different types of brain tumors from 

MRI scans. The suggested model CNN-

SVM can activitly detects and classifies 

the different brain tumors types and 

achieved the best accuracy of 96.7%, 

Finally, in [17] proposed SVM 

methodology classifies the MRI images 

to detect whether the tumor is malignant 

or benign. Noise is removed during 
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preprocessing by comparison, the 

tumors are classified into benign or 

malignant using the proposed 

methodology using Butterworth, 

wavelet, ideal, and median filters with 

95% accuracy, 88% precision, and 91% 

specificity. 

In the past decade, significant 

progress has been made in the field of 

AI, especially in the field of machine and 

DL, to predict the risk of brain cancer 

incidence and spread. These studies use 

different DL models and algorithms 

such as generative generative networks, 

CNNs, and SVMs, along with advanced 

imaging techniques such as magnetic 

resonance imaging and computed 

tomography, to aid in early diagnosis. 

However, [22] the performance of 

generative generative networks in 

generating medical images has been 

inconsistent, and the complexity of 3D 

stacked generative generative networks 

may increase computation time and 

resource consumption. [24] The 

weakness lies in the reliance of DKI on 

specific imaging parameters from its 

generalization across different imaging 

systems or conditions. [25] Although 

high accuracy has been achieved, the 

reliance on pre-trained models may limit 

the system’s ability to adapt to unseen or 

novel types of brain tumors without fine-

tuning. While [30] preprocessing steps 

such as image enhancement may 

degrade image quality in some cases, 

which may affect the model’s 

performance on certain MRI datasets. 

[33] A hybrid model combining 

CNN and SVM provides good 

classification performance, but it is more 

time-consuming to execute, [34] training 

such deep models requires intensive 

computational resources, and the 

complexity of the model may reduce 

interpretability and increase processing 

time. 

While [35] the complexity of 3D 

image processing can increase 

computational requirements, the model 

may face challenges with less quality-

controlled CT datasets, the low number 

of parameters may not be sufficient to 

detect more subtle features in certain 

brain tumors, and the model may not 

perform well on very large or complex 

datasets [36], [37] 

Strengths: The SVM-based 

approach has shown promising results 

(95% accuracy) with different noise 

removal filters, which enhances the 

reliability of tumor detection. 

From the above, we conclude that 

CNNs, especially when combined with 

pre-trained models and SVM classifiers, 

usually achieve the highest classification 

accuracy. However, the accuracy of 

SVMs is slightly lower compared to 

CNNs, especially on complex datasets. 

In terms of image processing, 

many studies have used advanced pre-
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processing techniques (e.g., denoising, 

image upscaling), which have 

significantly improved model 

performance. However, these steps can 

sometimes lead to image distortions or 

loss of important data features. 

As for algorithmic complexity, GANs 

and deep CNNs provide high accuracy 

but come with increased computational 

complexity. Models such as SVMs and 

lightweight CNNs provide faster 

execution times but with slightly lower 

accuracy. 

In conclusion, DL models like 

CNNs (especially VGG-19, ResNet, 

EfficientNet) paired with SVM 

classifiers seem to provide the most 

promising results for brain tumor 

classification. However, challenges like 

computational complexity, image 

artifacts, and the generalizability of 

models remain issues to address for 

broader applications in clinical settings. 

3. DATASETS 

The first dataset consisted of 7022 

brain MRI images in 4 categories: 

glioma, meningioma, no tumor, and 

pituitary gland. 7000 images were used 

for our research [18]. 

The second dataset contains 

[3264] images, of which only [3000] 

images were used which are also 

classified into 4 categories: glioma, 

meningioma, no tumor and pituitary 

gland [19]. 

4. RESEARCH METHODS 

Our comparative study contains 

six methods. These methods description 

is short presented in this section as in: 

A. Convolutional Neural Network 

(CNN) 

CNN is a common type of deep neural 

networks  that basically uses 

convolution filters to produce feature 

maps targeting to complete a  particular 

task such as object detection, image 

recognition, image classification or 

segmentation or Medical image analysis. 

CNN use convolutional layers to learn a 

spatial hierarchy of features from input 

data automatically and adaptively.  With 

the advancement of graphical user 

interface (GPUs’)[20], The figure(2) 

shows the general structure of the CNN
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Figure (2): CNN Structure [21]. 

B. Support vector machines 

(SVMs) 

SVMs are kinds of machine 

learning and AI technique that is mostly 

utilized in supervised learning. It has 

proven distinct success in a broad set of 

classification and regression tasks. 

SVMs aim to find the best super level 

that separates various classes of data 

points in a space of high-dimensional 

feature [22].  

. 

 

Figure (3): SVM Structure [23].

C. Convolutional neural networks 

(CNN)- long short term memory 

(LSTM) 

LSTM is a DL technique designed for 

sentiment analysis, language modeling, 

text data prediction, and speech analysis. 

It is regarded as the most distinctive 

artificial neural network, possessing the 

ability to analyze long-term connections 

in textual input [24]. 
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Figure (4): Long short-term memory (LSTM) cell architecture. [25] 

D. Gated Recurrent Unit (GRU) 

The GRU architecture is a more 

advanced type of RNN that addresses the 

issues of gradient disappearance and 

explosion that occur as network layers 

and iterations increase in traditional 

recurrent neural networks. GRU is a 

variant of LSTM that has fewer gates 

and a simpler architecture. It employs an 

update gate and a reset gate to update the 

hidden state information and uses the 

sigmoid function to provide between 0 

and 1 for retention levels. GRU works 

well for long-term dependencies as it 

selectively updates and forgets the data. 

Figure 5 Structure of GRU Unit. 

Assuming xt is the input and ht is the 

output of the hidden layer, GRU 

calculates ht as follows [26] [27]. 

𝑧𝑡=𝜎 𝑊𝑧𝑥𝑡+  𝑈𝑍 ℎ𝑡−1
 

𝑟𝑡=𝜎 𝑊𝑟𝑥𝑡+  𝑈𝑟 ℎ𝑡−1
 

ℎ𝑡
~

=𝑡𝑎𝑛ℎ𝑟
𝑡°  𝑈ℎ𝑡−1+  𝑊 𝑥𝑡

 

ℎ𝑡=1− 𝑧
𝑡°  ℎ𝑡

~+  𝑧
𝑡°  ℎ𝑡−1

 

The update and reset gates are zt and rt, 

while ht~ is the total of the previous 

hidden layer's input xt and output ht−1. 

σ is a sigmoid function, tanh is 

hyperbolic tangent, Uz, Wz, Ur, Wr, U, 

and W are training parameter matrices, 

and zt°ht−1 is the composite relation 

between zt and ht−1[27].  

GRU LSTMs are popular. GRUs 

calculate less than LSTMs with equal 

accuracy, and the update gate helps the 

model decide what information to 

convey based on previous time step data. 

The reset gate function helps prevent 

gradient fading by determining how 

much past information to forget. GRU 

has reset and update gates [28]. 
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Figure (5):  The GRU’s unit structure [27] 

GRU handles temporal data well: 

weather, wind speed, and wind power 

predictions. The GRU can learn long-

term dependencies and patterns in time 

series because to its unique architecture. 

Decomposition techniques were used to 

anticipate wind power subsequences 

with the GRU model. In reference, the 

GRU has higher prediction accuracy, 

faster training, and lower noise 

sensitivity [27].  

E. Deep Neural Network (DNN) 

DNNs, also mentioned to as DL, are 

currently commonly used for numerous 

AI (AI) applications  through image 

recognition  to speech recognition  the 

applications number that use DNNs has 

increased[29], as in figure 6.

 

Figure( 6): The basic structure of DNN [30]

F. Visual Geometry Group 

(VGG19) 

VGG is a creative object 

recognition model which supports up to 

19 layers. ImageNet datasets has used to 

pre train VGG. VGG is one of the most 

used architectures of image recognition 

because it is still able to superiority other 

invisible datasets. VGG Net has multiple 

Variables including VGG-16 and VGG-

19,these Variables only vary in the total 

layers  number in the neural 

network[22], as infigure 7. 
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Figure( 7): The structure of VGG19 [31] 

 

5. Evaluation Criteria 

By comparing the expected brain 

cancer marker with the actual value 

available with the data set, the brain 

cancer prediction performance is 

evaluated using different evaluation 

criteria. Accuracy, sensitivity, 

specificity, Precision, scale F and 

average G are among the evaluation 

scales, which are defined as follows: 

Sensitivity [Sen] =
TP

TP+FN
       (1) 

precision[𝑃𝑟] =
TP

TP+FP
            (2) 

𝐹 −  Measure =
2× sensitivity × precision 

 sensitivity + precision 
(3)  

𝐴𝑐𝑐𝑟𝑎𝑐𝑦[𝐴𝑐]

=
TP + TN

TP + TN + FP + FN
(4) 

Where:  True Positive [TP], False 

Positive [FP], True Negative [TN] and 

True Negative [TN]. 

the F1-score to measure the confusion 

matrix more accurately. Regardless the 

successful classifications high rate. 

Finally, depending on equations (1), (2) 

(30 and (4) which are defined as: 

Accuracy 

Accuracy indicated to the ratio of 

correctly classified samples to the total 

number of test samples utilized during 

training and testing. 

Recall 

The recall or sensitivity is 

calculated by dividing the true positive) 

TP (on the summation of true positive) 
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TP(and false negative (FN), which 

means (TP + FN) Based on equation (1). 

F1-score 

F1-score means how new face 

samples many that pre-trained FER 

models can successfully classify and 

minimize the misplacement number 47. 

The F1-score equation is expressed as 

equation (3) [32]. 

6. Results and Discussion 

Six DL models were used with the 

two datasets, the first of which was 

)7000 (images, and the second of which 

was  )3000(images. The data was divided 

into 80% for training and 20% for 

testing. The accuracy results indicators 

indicated that there was a difference in 

values between the models. Some 

models achieved excellent results in 

detecting brain tumors, and some failed 

somewhat. Table 2 shows the accuracy 

factor when applying CNN, CNN-SVM, 

CNN-LSTM, CNN-GRU, DNN, and 

VGG19 models on dataset 1 and dataset 

2. 

Table 2: Comparison of six models in accuracy factor 

Data set CNN 
CNN-

SVM 

CNN-

LSTM 

CNN-

GRU 
DNN VGG19 

Dataset1 [7000] 

image 
99% 87% 92% 99% 61% 94% 

Dataset2 [3000] 

image 
99% 95% 97% 60% 62% 96% 

Figure 3. Shows a plot of  the 

accuracy results of the experiment. The 

results show that the CNN method 

performs better than the rest of the 

models when applied to both data sets. 

The first model (CNN) when applied to 

the both datasets performed excellently 

with very high precision, recall, and F1-

scores across all
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Table 3: Comparison between dataset1 and dataset2 in precision recall and f1-

score factors 

state Data set1 [7000] image Data set2 [3000] image 

precision recall f1-score Precision recall f1-score 

Glioma 99% 100% 99% 100% 98% 99% 

Meningioma 99% 96% 97% 100% 97% 98% 

Notumor 98% 100% 99% 96% 100% 98% 

Pituitary 99% 99% 99% 98% 100% 99% 

Figures 4, 5, 6 illustrate the confusion matrix, validation accuracy, and validation loss 

when applying the CNN model to the dataset1 and dataset2. 

 

Figure 4: Best accuracy results among models 

 

(a) Dataset1 

0

0.2

0.4

0.6

0.8

1

1.2

CNN CNN-SVM CNN-LSTM CNN-GRU DNN VGG19

Accuracy

DATA1 DATA2



 

 ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ286

 

(b) Dataset2 

Figure 5: Validation accuracy for (a) Dataset1 (b) Dataset2 

 

(a) Dataset1 
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(b) Dataset2 

Figure 6: Validation loss for (a) dataset1 (b) dataset2

The CNN-SVM model has good 

performance with precision and recall 

ranging from 0.73 to 0.94 across classes 

for data set1 and high precision and recall 

for most classes (0.89-1.00) for data set2. 

Table 4 shows the comparison 

between dataset 1 and dataset 2 in terms of recall factors, precision, and f1 score when 

applying the CNN-SVM model. 

 

Table 4: comparison between dataset1 and dataset2 in precision recall and f1-score 

factors 

state 

Data set1 [7000] image Data set2 [3000] image 

precision recall 
f1-

score 
Precision recall 

f1-

score 

Glioma 83% 91% 87% 89% 96% 92% 

Meningioma 79% 73% 76% 93% 98% 96% 

Notumor 94% 89% 91% 100% 97% 99% 

Pituitary 89% 94% 92% 100% 89% 94% 

Figure 7. Illustrate the confusion matrix when applying the CNN-SVM model to the 

dataset1 and dataset2. 
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(a) Dataset1 

 
(b) Dataset2 

Figure 7: Confusion matrix for (a) dataset1 (b) dataset2

Note that loss and accuracy cannot 

be plotted directly in the case of using the 

CNN-SVM algorithm because it relies on 

using CNN only as a feature extractor from 

images. In other words, images are passed 

through a CNN to extract specific features 

which are then used to train an SVM 

model. When an SVM is trained using the 

features extracted from the CNN, the usual 

training information such as loss and 

accuracy for each epoch is not used as in 

training deep neural networks [CNN or 

DNN]. Instead, the SVM is trained using 

the extracted features in a single step 

without having to calculate the loss and 

accuracy at each stage. 

CNN-LSTM achieved high precision and 

recall (0.78-0.99) across most classes for 

data set1. When applying the data set2, the 

results were respectively high precision, 

recall, and F1 score across all classes 

(0.93-1.00). Table 5 shows the comparison 

between dataset 1 and dataset 2 in terms of 

recall factors, precision, and f1 score when 

applying the CNN-LSTM model. 
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Table 5: Comparison between dataset1 and dataset2 in precision recall and f1-score 

factors 

state Data set1 [7000] image Data set2 [3000] image 

precision recall f1-score Precision recall f1-score 

Glioma 97% 93% 95% 97% 96% 96% 

Meningioma 88% 78% 82% 93% 100% 97% 

Notumor 88% 97% 92% 100% 97% 99% 

Pituitary 97% 99% 98% 100% 96% 98% 

Figures 8, 9, 10, illustrate the confusion matrix, validation accuracy, and validation loss 

when applying the CNN-LSTM model to the dataset1 and dataset2. 

 

(a) Dataset1 

 

(b) Dataset2 

Figure 8: Confusion matrix for [a] dataset1 [b] dataset2 
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(a) Dataset1 

 

(b) Dataset2 

Figure 9: Validation accuracy for [a] dataset1 [b] dataset2 
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(a) Dataset1 

 

(b) Dataset2 

Figure 10: Validation loss for [a] dataset1 [b] dataset2

CNN-GRU achieved near-perfect 

precision, recall, and F1-scores [0.98-

1.00] for all classes of data set1 while low 

precision and recall across all classes of 

data set 2. Table 6 shows the comparison 

between dataset 1 and data set 2 in terms 

of recall factors, precision, and f1 score 

when applying the CNN-GRU model. 
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Table 6: Comparison between dataset1 and dataset2 in precision recall and f1-score 

factors 

state Data set1 [7000] image Data set2 [3000] image 

precision recall f1-

score 

Precision Recall f1-score 

Glioma 100% 100% 100% 49% 67% 57% 

Meningioma 100% 98% 99% 55% 55% 55% 

Notumor 100% 100% 100% 69% 60% 64% 

Pituitary 99% 100% 100% 74% 57% 64% 

 

Figures 11, 12, 13, illustrate the confusion matrix, validation accuracy, and validation 

loss when applying the CNN-GRU model to the dataset1 and dataset2. 

 

(a) Dataset1 
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(b) Dataset2 

Figure 11: Confusion matrix for [a] dataset1 [b] dataset2 

 

(a) Dataset1 

 
(b) Dataset2 

Figure 12: Validation accuracy for [a] dataset1 [b] dataset2 
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(a) Dataset1 

 

(b) Dataset2 

Figure 13: Validation loss for [a] dataset1 [b] dataset2

DNN achieved Inconsistent precision 

and recall [0.37-0.81] across classes of 

both data sets. Table 7 shows the 

comparison between dataset 1 and 

dataset 2 in terms of recall factors, 

precision, and f1 score when applying the 

DNN model. 
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Table 7: Comparison between dataset1 and dataset2 in precision recall and f1-score 

factors. 

state 

Data set1 [7000] image Data set2 [3000] image 

precision recall 
f1-

score 
Precision recall 

f1-

score 

Glioma 65% 37% 47% 73% 56% 63% 

Meningioma 63% 55% 59% 61% 68% 64% 

Notumor 61% 68% 64% 63% 37% 47% 

Pituitary 58% 81% 68% 57% 89% 70% 

 

Figures 14, 15, 16, illustrate the confusion matrix, validation accuracy, and validation 

loss when applying the DNN model to the dataset1 and dataset2. 

 

(a) Dataset1 
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(b) Dataset2 

Figure 14: Confusion matrix for (a) dataset1 (b) dataset2 

 

(a) Dataset1 

 

(b) Dataset2 

Figure 15: Validation accuracy for (a) dataset1 (b) dataset2 
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(a) Dataset1 

 

(b) Dataset2 

Figure 16: Validation loss for (a) dataset1 (b) dataset2VGG19 achieved high 

precision, recall, and F1-scores (0.86-0.99) across all classes for both data sets. Table 

8 shows the comparison between dataset 1 and dataset 2 in terms of recall factors, 

precision, and f1 score when applying the VGG19 model. 

Table 8: Comparison between dataset1 and dataset2 in precision recall and f1-score 

factors 

state 
Data set1 [7000] image Data set2 [3000] image 

precision recall f1-score Precision recall f1-score 

Glioma 98% 94% 96% 95% 97% 96% 

Meningioma 92% 86% 89% 96% 94% 95% 
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Notumor 98% 98% 98% 97% 95% 96% 

Pituitary 90% 99% 94% 96% 98% 97% 

Figures 17, 18, 19, illustrate the confusion matrix, validation accuracy, and validation 

loss when applying the VGG19 model to the dataset1 and dataset2. 

 

(a) Dataset1 

 

(b) Dataset2 

Figure 17: Confusion matrix for (a) dataset1 (b) dataset2 



 

 ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ299

 

(a) Dataset1 

 

(b) Dataset2 

Figure 18: Validation accuracy for (a) dataset1 (b) dataset2 

 

(a) Dataset1 



 

 ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ300

 

(b) Dataset2 

Figure 19: Validation loss for (a) dataset1 (b) dataset2

The analysis of brain tumor detection 

models reveals that CNN and VGG19 

are the top performers, achieving high 

accuracy and consistent metrics across 

datasets. CNN excels due to its ability to 

learn image features effectively, while 

VGG19 benefits from its deep 

architecture. CNN-SVM and CNN-

LSTM show good results but with some 

variability depending on the dataset, 

with CNN-SVM performing better on 

Dataset 2 and CNN-LSTM showing 

improvement in Dataset 2 over Dataset 

1. CNN-GRU performs exceptionally 

well on Dataset 1 but struggles with 

generalization on Dataset 2. DNN 

models lag behind, struggling with 

accuracy and validation metrics due to 

the absence of convolutional layers. 

Overall, convolutional approaches are 

preferred for brain tumor detection, 

though model selection should be 

tailored to specific dataset 

characteristics. 

7.  CONCLUSIONS  

DL has shown great potential in 

aiding brain cancer diagnosis through 

image analysis. By training DL 

algorithms on large datasets of brain 

tumor images, researchers have 

achieved highly accurate results in 

identifying and classifying different 

types of brain tumors. In addition, DL 

algorithms can help doctors identify and 

analyze tumor characteristics, such as 

size, shape, and volume. This helps in 

treatment planning, as doctors can 

accurately assess tumor aggressiveness, 

response to treatments, and monitor 

disease progression. However, while DL 

has shown promise in brain cancer 

diagnosis, there are still challenges that 

need to be addressed. The need for large 
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and diverse datasets, potential biases in 

the data, and the interpretability of DL 

models are some areas that require 

attention to ensure reliable and robust 

diagnostic tools. The research has 

compared six DL models for the task of 

brain tumor detection using two 

different datasets with evaluation 

criteria such as: accuracy, recall, and F1-

score. According to the results, CNN 

and VGG19 are the best models that 

present high accuracy and robust metrics 

constantly. CNN showed great 

performance in both datasets. It 

achieved very high precision, recall, and 

F1-score scores for all classes of tumors 

with a few misclassifications. Its high 

accuracy is because of its capability in 

learning image features. VGG19 

outperformed with high precision, 

recall, and F1-scores on both datasets 

due to its deep architecture that further 

enhances feature extraction and 

classification. CNN-SVM performed 

well with good results for dataset2 

compared to dataset1, where the model 

had high precision and recall for all 

classes for most of the classes in 

dataset2, though weaker on Dataset 1. 

CNN-LSTM performed with high 

precision and recall, especially on 

dataset2, and is a candidate for capturing 

temporal dependencies in data, though 

the results on dataset 1 were not 

consistent. CNN-GRU gained near-

perfect results on Dataset 1 but was hard 

to generalize on dataset2, which means 

strong performances are characteristics 

of some specific dataset characteristics. 

Finally, DNN was weak among models 

and showed inconsistent precision and 

recall but lower accuracy in general. It 

probably does not have theconvolutional 

layers, which are basic for useful image 

analyses. Finally, those of convolution, 

such as CNN and VGG19, are generally 

recommended for the detection of brain 

tumors by performance. The model type 

shall depend on the nature of the dataset. 

In contrast, standalone deep neural 

networks without convolutional layers 

have struggled with this image-based 

task. However, despite their promise, 

there are still some challenges and 

limitations with DL for brain cancer 

diagnosis. The availability of high-

quality, well-annotated datasets is 

critical for training accurate models. 

Additionally, rigorous validation and 

testing of these models on diverse 

patient populations is needed to ensure 

their robustness and generalizability. 

Integrating DL algorithms into clinical 

workflows and obtaining regulatory 

approval for their use in healthcare 

settings is a complex process that 

requires careful consideration of ethical 

and legal implications. Furthermore, 

despite the promising results, DL 

models should not replace human 

experts. Rather, they should be used as 

complementary tools to assist 

radiologists and oncologists in making 

more accurate and efficient diagnoses. 
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In conclusion, DL-based diagnosis of 

brain cancer in medical images has great 

potential to improve accuracy and 

efficiency. With further advancements 

and collaboration between medical 

professionals and AI experts, these 

models could become valuable tools in 

the fight against brain cancer. 
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