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Abstract 

Convolutional Neural Networks (CNNs) have achieved remarkable success with 

numerous real-world issues in recent years. The structure of these networks is heavily 

influenced by a number of parameters, such as the number and type of layers, the size 

and number of cores, and the type of activation function. In this article, genetic 

algorithms were used to design CNNs structures, because genetic algorithms are able to 

apply learning in an automatic way. The algorithm was tested on Cifar10 and Cifar100 

datasets, compared with three newly designed CNNs, two competitors designed semi-

automatic CNN structures, and others designed fully automatic CNN structures. As the 

results CIFAR10 Classification error (4.3), Parameters number (M = 106) (2.1 M) and 

Execution-time (day) (40).  CIFAR100 Classification error (20.85), Parameters number 

(M = 106) (5.5 M) and Execution-time (day) (84). The results also show that the 

parameters' number of the best structure reached using the proposed algorithm is less 

than in the automatic algorithms that were compared with it (Block-QNN-S and Large-

Scale Evolution). This is within an implementation time of the proposed algorithm of 

84 days, according to the computational resources. 

Keywords: Deep neural networks, Genetic algorithms, Convolutional neural network, 

Skip connection. 
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Introduction 

Computer vision is an area of 

modern computing science and a form of 

artificial intelligence. This technology 

helps to see the world and analyze visual 

data to make decisions and gain an 

understanding of the environment and the 

world, as well as to identify and process 

objects such as images and videos in the 

same way that humans do. Until recently, 

computer vision operated in a limited 

capacity, but, the main driving forces 

which led to the development of computer 

vision has been the sheer volume of 

digital data we produce today. 

Many AI and machine learning 

tasks, including image recognition, 

speech recognition, and reinforcement 

learning tasks, have demonstrated that 

deep learning, which employs deep neural 

networks as a model, performs well. In 

particular, in the past few years, 

convolutional neural networks (CNNs) 

have seen great success in the field of 

computer vision and specifically in 

pattern recognition tasks [1]. 

CNNs provide a very high degree 

of accuracy compared to other machine 

learning methods, as these networks are 

distinguished in their ability to extract 

features automatically without human 

intervention and use relatively little initial 

processing compared to other image 

classification algorithms. 

The performance of CNNs depends 

greatly on their structure, usually, a 

deeper structure (the more layers) will 

produce a better level of accuracy, 

however, there are some cases the deeper 

the structure will produce a worse level of 

accuracy, so defining the CNN structure 

is a matter extremely important [2]. 

These networks' structure is 

determined by a number of parameters 

known as hyper-parameters, such as the 

type and number of layers, core size, and 

activation function. The traditional search 

methods that are commonly used to 
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determine the values of these parameters, 

such as Grid [3], Manual [4], and Random 

Search [5], require a large computational 

burden due to the large search areas. It 

also requires extensive knowledge of 

CNNs and the problem area being worked 

on, and this knowledge will not be 

available to all people. 

On the other hand, nowadays 

evolutionary computing is increasingly 

being used to solve optimization 

problems including determining the 

optimal parameters of a function [6], [7]. 

Based on this, and since the design of the 

CNN structure is closely related to the 

selection of many parameters, work began 

on the use of evolutionary computing 

techniques (such as genetic algorithms, 

swarm algorithms, etc.) in determining 

the optimal parameters in the CNN 

structure [8]. 

CNNs for computer vision tasks 

face several challenges that hinder their 

deployment in real-world applications, 

the most important of which are model 

size, runtime memory, and the number of 

computations [1]. CNN have recently 

gained a lot of traction and have been 

applied in wide fields [9]-[11]. The most 

recent hand-planned CNN networks, 

ResNet [12] and DenseNet [13], have 

achieved remarkable model recognition 

success, and then multiple algorithms 

have been proposed to design CNN 

structures, the most important of which is 

Genetic CNN [14], Large-Scale 

Evolution [15], CGP-CNN [16]. 

This research derives its 

importance from the emergence of 

convolutional neural networks as leading 

models for model recognition tasks, in 

addition to the effectiveness of genetic 

algorithms in solving complex problems 

with a large search space. The goal of this 

paper is to make an algorithm to discover 

the best structure of CNNs using genetic 

algorithms (GAs) according to the task 

concerned in a completely automatic 

manner, that does not require any manual 

intervention during the developmental 

research stages, taking into account the 

limited computational resources, where 

the CNNs obtained after the end of the 

evolution process can be used directly in 

data processing, without the need for 

additional refinement like adding more 

layers of convolution or pooling. 

Moreover, the proposed algorithm can be 

straightforwardly utilized by different 

researchers who don't have to do any 

preprocessing, for example, giving a 

physically preset network.  

Convolutional neural networks 

Convolutional neural networks are 

a unique type of feed-forward neural 

networks that are derived from biological 

processes in the visual lobe. They are 

regarded as a potential solution to a 

number of issues related to computer 

vision and artificial intelligence [1], [17], 
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[18]. LENET is one of the first CNNs that 

revolutionized deep learning, and it was 

mainly used for character recognition 

tasks, and it was named LENET-5 [19], 

[20]. 

In recent years, CNNs have gained 

great importance. As ResNet [12] and 

DenseNet [13] are the latest hand-

designed CNNs that have achieved great 

success in pattern recognition. Then, 

multiple algorithms are proposed to 

design CNN structures depending on if it 

is required pre-processing or post-

processing of the CNN structure. 

Accordingly, based on how the CNN 

architecture parameters are determined, 

these algorithms can be classified into two 

distinct groups: semi-automatic CNN 

architecture design algorithms (Genetic 

CNN and Block-QNN-S [14]) and 

automatic design algorithms (Large-Scale 

Evolution [15] and CGP-CNN [16]). 

The structure of a CNN network is 

typically consisted of a number of distinct 

layers, each of which has a distinct 

function. These layers of CNNs are 

classified into four layers, which are [8]: 

2.1 Convolutional layer 

It is the backbone of CNN and its 

name comes from the mathematical 

folding or convolution process, where the 

feature map that reflects the weights of 

each filter's response to a particular 

pattern in the image is the output of this 

process. Additionally, the filter weights 

are automatically calculated during the 

network training process [19]. Figure 1 

shows an example of the convolution 

process, assuming that the input image's 

size is 4 x 3 and the convolution kernel's 

size is 2 x 2, so that the convolution kernel 

is overlaid on top of the input image and 

the numerical product is calculated 

between the numbers in the same location 

in the kernel and the inputs. 

The feature map consists of several 

channels, the dimensions of which are 

related to the input matrix dimensions 

(considering that the input of these 

networks is a collection of images), and 

the dimensions of the filter (considering 

that some parameters must be specified 

before the network training process such 

as the filters' number and size, Network 

structure, etc.) in addition to the factors: 

stride, which is the elements' number that 

the filter is moved by after each operation 

and Padding, which is the process of zero 

padding is to add zeros around the edges 

of the input image matrix, which helps 

pass the filter on the edges of the image 

better. The zero-padding operation is 

useful for controlling the size of the 

feature maps generated by convolution. It 

is usually used to make the output size of 

the convolutional layer (feature maps' 

size) equal to the input size. 
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(a) (b) 

Figure 1. Convolution operation (a) 2 x 2 kernel and (b) convolution input and 

output.

2.2. Activation layer 

After the convolution process is 

completed, the feature map is inserted 

into the activation layer, where the 

activation function is applied to each 

neuron, which is equivalent to an element 

of the feature map. The most important 

activation function used in this type of 

network is the ReLU function, which has 

proven its effectiveness compared to 

other functions [21]. 

2.3. Pooling layer 

This layer is not required to be 

present in the network's design; rather, if 

it does exist, it will be placed after each 

convolutional layer. It aims to make the 

feature map smaller (reduce its size) by 

reducing each size-specific group of input 

neurons down to a single one, and this 

size is characterized by a little window 

inside the network design. The reduction 

is done in more ways than one, the most 

significant of which is max-pooling, 

where every window is matched with one 

element that represents the window's 

highest value [22]. 

The output of the pooling process is 

a feature map that has a similar depth but 

different widths and heights. Therefore, 

the pooling process has many benefits, the 

most prominent of which are: 1) Reduce 

the dimensions of the feature map and the 

number of computation variables and 

computations in the network and 2) It 

makes the network resistant to minor 

shifts or the input matrix's distortion. 

Figure 2 shows an example of the 

Max-pooling process, where the matrix 

on the left represents the feature map 

(input of the pooling layer) and the matrix 

on the right is the output of the pooling 

process through a 2 x 2 window with a 

step of 2.

 

Figure 2. Max-pooling process2.4. Fully connected layer
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This layer is the last in the CNN, 

and it is of the multi-layer perceptron 

type, in which the neurons are fully 

connected with all the previous layer's 

nodes, and the final step in the 

classification process is taken. Its input is 

a vector formed from the feature map 

after the pooling process, and its output is 

a vector that expresses the row (class) to 

which the feature map belongs [23]. 

Genetic algorithms (GA) 

GAs were inspired by theory of 

Darwin, which said that "survival of the 

fittest", by generating new individuals 

(chromosomes) via process like crossover 

and mutation. This indicates that the 

fittest individual has a greater chance of 

survival and mating. Therefore, the next 

generation's population will be stronger 

because it is made up of strong 

individuals, that is, the solution changes 

and evolves with each generation. 

The initial set of random solutions 

is the starting point for GA. These 

solutions (individuals) are then coded 

according to the current problem, and a 

fitness function is used to determine how 

good each individual is. GA mainly 

depends on three factors as follow: 1) 

selection: The procedure of finding the 

community's "best" parents with whom to 

mate, the "best" is selected based on the 

current problem, 2) crossover operator: It 

is the process of merging parents 

(chromosomes) to form new offspring by 

exchanging parts of their genes. The new 

offspring are more likely to have good 

parts of their parents and thus perform 

better compared to their predecessors and 

3) mutation operator: takes one 

chromosome and changes some of its 

genes to create a new chromosome [24]. 

For basic stages of a genetic 

algorithm, the algorithm begins by 

characterizing the problem in order to 

represent the chromosomes representing 

the solutions by one of the coding 

methods, then a random set of candidate 

solutions is generated, each of which is 

referred to as a chromosome, and to the 

whole set as a population, with reference 

to Initial population of the first 

generation.  

In each generation, the individuals 

of the population are selected and 

combined in an effort to 'reproduce' the 

chromosomes with a higher degree of 

fitness; This process is called crossover. 

Our choice of crossover mainly relies 

upon the sort of coding utilized; this can 

occasionally be very complex but usually 

improves the performance of the genetic 

algorithm. However, whether or not this 

sort of crossover is superior to others 

stays an open inquiry.  

After a certain number of new 

chromosomes have been generated in this 

way, a subset of them (those with the 

highest fitness function) replaces an equal 

portion of the existing population (those 
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with low fitness function). This process is 

then repeated generation after generation, 

with the population remaining at a 

constant size, until a certain number of 

generations have passed, or a 

chromosome scores higher than a 

predetermined value for the fitness 

function; Then the algorithm returns the 

best chromosome (with the highest value 

of the fitness function) as the optimal 

solution [25]. 

3.1. Execution stages of the algorithm 

The algorithm's general framework 

is made up of the following steps: 

1) The population is initialized based 

on the individual coding strategy where 

the individual represents a proposed CNN 

structure to solve the classification 

problem. 

2) The process of evolution continues 

until the predetermined cessation 

criterion is met, which is the maximum 

number of generations in this work: First, 

the fitness scale, which is the accuracy of 

the individual's classification on the 

database, is used to evaluate each 

individual. Then, the selection of 

solutions (parents) using the principle of 

binary tournament selection.  Next, the 

creation of new offspring using genetic 

factors crossover and mutation. Finally, 

the selection of the best individuals from 

the community of parents and the 

community of new offspring to build the 

population for the next generation and 

take part in evolution later on. 

3) After the end of the evolution 

process, the best individual is chosen and 

then it will be decoded into the CNN that 

corresponds. 

Figure 3 summarizes the 

implementation stages of the algorithm, 

and the following is a detailed explanation 

of each of these stages:

 
Figure 3. Algorithm execution stages. 
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Strategy of Coding the Individual and 

Forming Population 

In the proposed algorithm, the 

individual represents a proposed CNN 

network structure to solve the 

classification problem. The algorithm is 

based on modern network structures that 

have been designed and tested by other 

researchers before, which are the residual 

networks (ResNets) [12] and the Densely 

connected networks (DenseNets) [13], 

where the use of skip connections by 

these networks revolutionized the field. 

The skip connection is a standard 

unit in many convolutional network 

architectures, as it bypasses some layers 

in a neural network by making the output 

of one layer as input to subsequent layers 

(instead of just the next one), thus 

providing an alternative path for the 

derivatives of the error function during 

signal backpropagation (with 

backpropagation). Skip connections 

between different non-sequential layers 

are used in one of two ways: addition as 

in the remaining networks ResNets and 

concatenation as in DenseNets. 

In ResNet unit (RU), each unit 

consists of a set of RBs (ResNet Blocks), 

where the number of these blocks is 

considered as a hyper-parameter whose 

value is randomly determined during the 

execution of the algorithm. Figure 4(a) 

shows an example of a residual block 

(RB) consisting of a sequence of three 

convolution layers and one skip 

connection. 

While in DenseNet unit (DU), each 

unit consists of a set of DBs (DenseNet 

Blocks), where the number of these 

blocks is considered as a hyper-parameter 

whose value is determined randomly 

during the execution of the algorithm. 

Figure 4(b) shows an example of a DB 

with two convolution layers and one skip 

connection.

 
(a) 

 
(b) 

Figure 4. ResNet-Block architecture (a) and DenseNet-Block architecture (b) 
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The results also show that the 

parameters' number of the best structure 

reached using the proposed algorithm is 

less than in the automatic algorithms that 

were compared with it (Block-QNN-S 

and Large-Scale Evolution). This is 

within an implementation time of the 

proposed algorithm of 84 days, according 

to the computational resources available 

to us. 

CONCLUSION 

In this work, an algorithm is 

developed to design the CNN 

architecture using GAs according to the 

required task in a fully automatic manner. 

An encryption technique based on 

complex network blocks with 

representations of individuals of varying 

lengths was used to accomplish this 

objective. 

The algorithm was tested on 

Cifar10 and Cifar100 datasets, compared 

with three newly designed CNNs, two 

competitors designed semi-automatic 

CNN structures, and others designed 

fully automatic CNN structures. The 

results showed a promising performance 

in terms of the parameters' number and 

the classification error-rate of the 

proposed algorithm compared with other 

algorithms. 

In this work, GA was used to explore 

the network structure, and the repair 

process (correcting invalid individuals) 

used in the algorithm was very time-

consuming because there is no limit to 

stopping it, as it keeps changing and 

intersecting until a valid individual is 

reached. Therefore, it would be a good 

idea to develop a more efficient way to 

recover unsuitable individuals without 

repeated crossovers and mutations. In 

addition, the computational complexity 

of the proposed algorithm should be 

studied and reduced without affecting the 

classification accuracy. 
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